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#### Abstract

The objective of this study was to classify hysteroscopy images of the endometrium based on texture analysis for the early detection of gynaecological cancer. A total of 418 Regions of Interest (ROIs) were extracted ( 209 normal and 209 abnormal) from 40 subjects. Images were gamma corrected and were converted to gray scale. The following texture features were extracted: (i) Statistical Features, (ii) Spatial Gray Level Dependence Matrices (SGLDM), and (iii) Gray level difference statistics (GLDS). The PNN and SVM neural network classifiers were also investigated for classifying normal and abnormal ROIs. Results show that there is significant difference (using Wilcoxon Rank Sum Test at $\mathbf{a}=0.05$ ) between the texture features of normal and abnormal ROIs for both the gamma corrected and uncorrected images. Abnormal ROIs had lower gray scale median and homogeneity values, and higher entropy and contrast values when compared to the normal ROIs. The highest percentage of correct classifications score was $77 \%$ and was achieved for the SVM models trained with the SF and GLDS features. Concluding, texture features provide useful information differentiating between normal and abnormal ROIs of the endometrium.


## I. INTRODUCTION

Cancer diseases are the second cause of death in USA with over 557.271 deaths in 2002. Gynaecological cancer is the second cause of death among the female population and in 2005 over 40.880 new cases is expected to be diagnosed with an estimation of 7.310 deaths from gynaecological caner [1]. In this study, hysteroscopy imaging is investigated for the assessment of endometrium tissue. Hysteroscopy is considered to be the golden standard technique for the diagnosis of intrauterine pathology [2]. The physician guides the telescope connected to a camera inside the uterus in order to investigate suspicious lesions of cancer [3]. Sometimes, areas of endometrial cancer can be missed or unnecessary endometrial biopsies can be performed. The objective of this study was to evaluate the usefulness of texture analysis for differentiating between normal and

[^0]abnormal ROIs from hysteroscopy images of the endometrium for the early detection of gynaecological cancer. To the best of our knowledge, no similar study was carried out for hysteroscopy imaging of the endometrium. In previous work, we used the abdominal cavity of a chicken and calf uterus as experimental tissue, comparing texture feature variability under different viewing conditions such as different angles (with 5 degrees difference) and different distances (of 3 cm in close up view and 5 cm in panoramic view) from the ROI under investigation [4]. The results indicated that for small consecutive angles there is no significant difference in texture features analysis but there is significant difference when comparing panoramic vs. close up views. In another study, we demonstrated that some texture features can be used to differentiate between normal and abnormal endometrium images captured during hysteroscopy [5]. However, in both [4] and [5], the images were not gamma corrected. Instead, image intensity normalization was carried out by white balancing, adjusting the camera gain. This approach introduces same sources of variability in the acquisition. Also, in previous work [6] we proposed a standardized protocol for capturing hysteroscopy images using gamma correction as a preprocessing step.
The significance of color calibration of the CCD camera was also proposed by [7] and [8]. Scarcanski et al. [8] proposed a hardware calibration protocol of hysteroscopy images with very good results according to the experts.
Moreover, the use of color information for the content based retrieval of endoscopy images was also applied successfully by Shunren et al. [9].

In this paper, in sections II, III and IV we present the methodology, results and concluding remarks respectively.

## II. Methodology

## A. Recording of Video

The CIRCON IP4.1 [10] medical camera was used. The analog output signal of the camera (PAL 475 horizontal lines) was digitized at $720 \times 576$ pixels using 24 bits color at 25 frames per second, and was then saved in AVI format. The Digital Video Creator 120 frame grabber was used [11].

## B. Material

A total of 418 hysteroscopy images from the endometrium were recorded from 40 subjects (see Fig. 1). Regions of Interest of $64 \times 64$ pixels were cropped and classified into two categories: (i) normal ( $\mathrm{N}=209$ ) ROIs and (ii) abnormal ( $\mathrm{N}=209$ ) ROIs based on the physician opinion and the histopathological examination (see Fig. 2).

## C. Gamma correction

Most of the cameras have a nonlinear relationship between the signal voltage and the light intensity. The light intensity input to the medical camera or the output of the display is proportional to the voltage raised to the power gamma.
Gamma is computed using calibration color images, and then applying a non linear fitting. Gamma is computed for the red, green and blue channels, and typical values used by our group based on previous findings were in the range of 1.4 to 1.6 [6].


Fig. 1. A hysteroscopy image of the endometrium before gamma correction with ROIs selected by the gynaecologist: (a) normal ROI, and (b) abnormal ROI.

## D. Feature Extraction

ROIs were transformed into grayscale using the equation (Intensity $=0.299 *$ red $+0.587 *$ green $+0.114 *$ blue channels) and the following texture features [12] were computed: Statistical Features (SF): SF features describe the gray level histogram distribution without considering spatial independence. The following texture features were computed: 1) Mean, 2) Variance and 3) Entropy.
Spatial Gray Level Dependence Matrices (SGLDM): The spatial gray level dependence matrices as proposed by Haralick et al. [13] are based on the estimation of the second-order joint conditional probability density functions that two pixels $(k, l)$ and $(m, n)$ with distance $d$ in direction specified by the angle $\theta$, have intensities of gray level $i$ and gray level $j$. Based on the estimated probability density functions, the following four texture measures out of the 13 proposed by Haralick et al. [13] were computed: 1) Contrast, 2) Correlation, 3) Homogeneity, 4) Entropy. For a chosen distance $d$ (in this work $d=1$ was used), and for angles $\theta=$ $0^{\circ}, 45^{\circ}, 90^{\circ}$ and $135^{\circ}$ we computed four values for each of the above texture measures. The above features were calculated for displacements $\delta=(0,1),(1,1),(1,0),(1,-1)$, where $\delta \equiv(\Delta \mathrm{x}, \Delta \mathrm{y})$, and their range of values were computed.
Gray level difference statistics (GLDS): The GLDS algorithm [14], [15] is based on the assumption that useful texture information can be extracted using first order statistics of an image. The algorithm is based on the estimation of the probability density $p_{\delta}$ of image pixel pairs
at a given distance $\delta=\left(\Delta_{k}, \Delta_{v}\right)$, having a certain absolute gray level difference value. Let $p_{\delta}$ be the probability density of $f_{\delta}(x, y)$. If there are $m$ gray levels, this has the form of an $m$ dimensional vector whose $i$ th component is the probability that $f_{\delta}(x, y)$ will have value i. If the picture $f$ is discrete, it is easy to compute $p_{\delta}$ by counting the number of times each


Fig. 2. ROIs of the endometrium. Original images: (a) normal tissue (b) and (c) abnormal tissue. Corresponding gamma corrected images (d) normal tissue (e) and (f) abnormal tissue
value of $f_{\delta}(x, y)$ occurs, where $\Delta_{\mathrm{x}}$ and $\Delta_{\mathrm{y}}$ are integers. Coarse texture images, result in low gray level difference values, whereas, fine texture images result interpixel gray level differences with great variances. Variable i is two pixels gray level difference, $m$ is the number of gray levels and $p_{\delta}$ are the individual probabilities. Features were estimated for the following distances $\delta=(\mathrm{d}, 0),(\mathrm{d}, \mathrm{d}),(-\mathrm{d}, \mathrm{d}),(0, \mathrm{~d})$. A good way to analyze texture coarseness is to compute, for various magnitudes of $\delta$, some measure of the spread of values in $p_{\delta}$ away from the origin.

## E. Image Classification

The diagnostic performance of the texture features was evaluated with two different classifiers: the Probabilistic Neural Network (PNN), and the Support Vector Machine (SVM). These classifiers were trained to classify the texture features into two classes: i) normal ROIs or ii) abnormal ROIs. The PNN [16] classifier basically is a kind of Radial Basis Function (RBF) network suitable for classification problems. This classifier was investigated for several spread radius in order to identify the best for the current problem. The SVM network was investigated using Gaussian Radial Basis Function (RBF) kernels; this was decided as the rest of the kernel functions could not achieve so good results. The SVM with RBF kernel was investigated using 10 -fold cross validation in order to identify the best parameters such as spread of the RBF kernels [17]. The leave-one-out method was used for validating all the classification models. A total of 418 runs were carried out for training the classifiers, and the performance of the classifiers was evaluated on the remaining one subset. The performance of the classifier systems were measured using the parameters of the receiver operating characteristic (ROC) curves [17]: true positives (TP), false positives (FP), false negatives (FN), true negatives (TN), sensitivity (SE), specificity (SP), and
precision (PR). We also computed the percentage of correct classifications ratio ( $\% \mathrm{CC}$ ) based on the correctly and incorrectly classified cases. The time performance of the PNN was 60 sec and the time performance for the SVM algorithm was 10 min .

## III. RESULTS

Table I presents the texture features results before and after gamma correction. The non-parametric Wilcoxon rank sum test was used to decide if there is a significant difference between normal and abnormal ROIs at $a=5 \%$. The results indicate that there is a significant difference in texture feature values between normal and abnormal ROIs of the endometrium, both between the original images, and the gamma corrected images. Also, we note that gammacorrected images were judged to be visually better, as evaluated by the physician. Most importantly, as we can see in Table I, there is a reduction in variance after gamma correction while the entropy values are preserved. This result indicates that gamma correction can be used to reduce the variance without sacrificing the effective range of pixel values (as measured by the entropy). In Table I, we also report the median, and the spread of the data (inter quartile range $(I Q R)$ (difference between the 25 th and 75th percentile) for all the texture features investigated. It is clearly shown in Table I that the median values for the features SF: median, and SGLDM: contrast, decrease and increase respectively between normal and abnormal ROIs. Also, Table I presents the statistical analysis between normal ROIs before and after gamma correction, and the statistical analysis between abnormal ROIs before and after correction. We can see that, in all features except one, there is significant difference, leading us to the conclusion that the gamma correction affects significantly the ROI images.
Table II presents the performance of the different PNN and SVM classification models investigated using the texture features. It is clearly shown that the SVM classifier performed better than the PNN classifier. For the SVM classifier the best performance was achieved with the SF+SGLDS followed by the SGLDM+GLDS, and SGLDS with a percentage of correct classifications (\%CC) of $77 \%$, $76 \%$, and $76 \%$, respectively. Similar classification performance to the corrected ROIs was also obtained for all models for the uncorrected ROIs. Moreover, similar performance for all models as given in Table II was obtained when the feature sets were transformed using PCA.

## IV. Concluding Remarks

In this study we classified ROIs of the endometrium from hysteroscopy images based on texture features before and after gamma correction. Results showed that the gamma corrected color images were visually better than the originals according to the gynaecologist opinion. There was a significant difference in the SF, SGLDM, and GLDS features investigated between the normal and abnormal ROIs. The highest percentage of correct classifications score was $77 \%$ and was achieved for the SVM classifier for the SF+GLDS feature sets. These results support the application
of texture analysis for the assessment of difficult cases of normal and abnormal ROIs for gynaecological cancer. the gynaecologist during the operation so as to identify suspicious ROIs for further histopathological examination.
Future work will also investigate multiscale color texture analysis in differentiating between normal and abnormal ROIs of the endometrium.
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TABLE I
TEXTURE FEATURES AND STATISTICAL ANALYSIS OF NORMAL (N=209) vs ABNORMAL (N=209) ROIs OF THE ENDOMETRIUM EXTRACTED FROM 40 SUBJECTS. STATISTICAL ANALYSIS WAS CARRIED OUT BEFORE AND AFTER GAMMA CORRECTION BUT ALSO BETWEEN THE NORMAL/ABNORMAL ROIs BEFORE AND AFTER GAMMA CORRECTION. AT $\mathrm{a}=5 \%$.

|  | Original Images |  |  |  | H | Corrected Images |  |  |  |  | Orig. Vs Cor. Im. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Normal Cases |  | Abnormal Cases |  |  | Normal Cases |  | Abnormal Cases |  | H | Nor. $\mathbf{H}$ | Abnor. H |
| SF |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 136.802 | 20.173 | 124.995 | 22.056 | 1 | 156.061 | 17.734 | 144.645 | 20.553 | 1 | 1 | 1 |
| Variance | 67.252 | 59.666 | 142.849 | 102.465 | 1 | 54.625 | 49.251 | 124.386 | 78.216 | 1 | 1 | 1 |
| Median | 136.96 | 20.384 | 123.211 | 23.34 | 1 | 156.435 | 17.796 | 143.749 | 21.756 | 1 | 1 | 1 |
| Energy | 0.038 | 0.013 | 0.025 | 0.007 | 1 | 0.041 | 0.014 | 0.028 | 0.008 | 1 | 1 | 1 |
| Entropy | 3.444 | 0.334 | 3.814 | 0.27 | 1 | 3.339 | 0.332 | 3.739 | 0.279 | 1 | 1 | 1 |


| SGLDM |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ASM | $0.006$ | $0.003$ | 0.004 | $0.001$ | 1 | $0.007$ | 0.003 | 0.004 | 0.002 | 1 | 1 | 1 |
| Contrast | $4.576$ | $1.152$ | $8.163$ | $4.252$ | 1 | $3.815$ | $0.886$ | $7.042$ | $3.086$ | 1 | 1 | 1 |
| Correlation | $0.963$ | $0.022$ | $0.97$ | $0.016$ | 1 | $0.962$ | $0.024$ | $0.97$ | $0.016$ | 1 | 1 | 0 |
| Variance | 65.931 | 59.195 | 140.559 | 99.319 | 1 | 53.965 | 48.791 | 120.847 | 77.925 | 1 | 1 | 1 |
| Homogeneity | $0.454$ | 0.03 | 0.394 | 0.041 | 1 | 0.479 | 0.025 | 0.415 | 0.039 | 1 | 1 | 1 |
| Entropy | 5.48 | 0.449 | 6.036 | 0.398 | 1 | 5.309 | 0.426 | 5.93 | 0.395 | 1 | 1 | 1 |


| GLDS |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Homogeneity | 0.454 | 0.029 | 0.395 | 0.041 | 1 | 0.48 | 0.025 | 0.416 | 0.039 | 1 | 1 | 1 |
| Contrast | 4.567 | 1.149 | 8.145 | 4.242 | 1 | 3.808 | 0.884 | 7.028 | 3.079 | 1 | 1 | 1 |
| Energy | 0.24 | 0.021 | 0.197 | 0.03 | 1 | 0.255 | 0.019 | 0.209 | 0.03 | 1 | 1 | 1 |
| Entropy | 1.609 | 0.105 | 1.841 | 0.192 | 1 | 1.54 | 0.093 | 1.775 | 0.165 | 1 | 1 | 1 |
| Mean | 1.581 | 0.177 | 2.034 | 0.427 | 1 | 1.445 | 0.151 | 1.89 | 0.349 | 1 | 1 | 1 |

TABLE II
CLASSIFICATION PERFORMANCE OF THE SVM AND PNN MODELS BASED ON TEXTURE FEATURES FROM THE GAMMA CORRECTED (UNCORRECTED) ROIs. MODELS WERE DEVELOPED TO CLASSIFY NORMAL AND ABNORMAL ROIs OF THE ENDOMETRIUM.

| Corrected Images (Uncorrected Images) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Normal ${ }^{1}$ |  | Abnormal $^{2}$ |  | \%CC | \%FP | \%FN | \%SE | \%SP | \%PR |
| SVM classifier |  |  |  |  |  |  |  |  |  |  |
| SF | 151 (152) | 58 (57) | 144 (142) | 65 (67) | 71 (70) | 28 (27) | 31 (32) | 69 (67) | 72 (72) | 71 (71) |
| SGLDM | 161 (164) | 48 (45) | 157 (151) | 52 (58) | 76 (75) | 23 (21) | 24 (27) | 75 (72) | 77 (78) | 77 (77) |
| GLDS | 166 (166) | 43 (43) | 137 (137) | 72 (72) | 72 (72) | 21 (20) | 34 (34) | 66 (65) | 79 (79) | 76 (76) |
| SF+SGLDM + GLDS | 173 (162) | 36 (47) | 138 (160) | 71 (49) | 74 (77) | 17 (22) | 34 (23) | 66 (76) | 83 (77) | 79 (77) |
| SGLDM + SF | 163 (163) | 46 (46) | 146 (146) | 63 (63) | 74 (73) | 22 (22) | 30 (30) | 70 (69) | 78 (77) | 76 (76) |
| SGLDM+GLDS | 162 (161) | 47 (48) | 155 (158) | 54 (51) | 76 (76) | 22 (22) | 26 (24) | 74 (75) | 78 (77) | 77 (76) |
| SF+GLDS | 160 (166) | 49 (43) | 160 (155) | 49 (54) | 77 (76) | 23 (20) | 23 (25) | 77 (74) | 77 (79) | 77 (78) |
| PNN classifier |  |  |  |  |  |  |  |  |  |  |
| SF | 152 (152) | 57 (57) | 116 (116) | 93 (93) | 64 (64) | 27 (27) | 44 (44) | 56 (56) | 73 (73) | 67 (67) |
| SGLDM | 151 (151) | 58 (58) | 131 (131) | 78 (72) | 67 (67) | 28 (28) | 38 (38) | 63 (63) | 72 (72) | 69 (69) |
| GLDS | 172 (172) | 37 (37) | 107 (107) | 102 (102) | 67 (67) | 18 (18) | 49 (49) | 51 (51) | 82 (82) | 74 (74) |
| SF+SGLDM+GLDS | 165 (165) | 44 (44) | 136 (136) | 73 (73) | 72 (72) | 21 (21) | 35 (35) | 65 (65) | 79 (79) | 76 (76) |
| SGLDM + SF | 156 (156) | 53 (53) | 131 (131) | 78 (78) | 69 (69) | 25 (25) | 37 (37) | 63 (64) | 75 (75) | 71 (71) |
| SGLDM+GLDS | 164 (168) | 45 (45) | 132 (132) | 77 (77) | 71 (71) | 22 (22) | 37 (37) | 63 (63) | 78 (78) | 75 (75) |
| SF+GLDS | 169 (168) | 40 (41) | 125 (125) | 84 (84) | 70 (70) | 19 (19) | 40 (40) | 60 (60) | 81 (81) | 76 (76) |

[^1]
[^0]:    Manuscript received April 3, 2006. This work was supported by the Research Promotion Foundation, Cyprus, PENEK 2006, Program for the Financial Support of New Researchers, through the project entitled: "Intraoperative Computer Assisted Tissue Image Analysis" (CATIA), February 2006 - February 2008. ${ }^{1}$ Department of Computer Science, University of Cyprus, Nicosia, Cyprus,
    \{mneoph, pattichi, mariosp, ekyriac\} @ucy.ac.cy
    ${ }^{2}$ Evaggelistria Medical Center, Nicosia, Cyprus, tanosv@spidernet.com.cy
    ${ }^{3}$ Deptartment of Electrical and Computer Engineering, University of New Mexico, NM, USA
    ${ }^{4}$ Biomedical Engineering Laboratory, Department of Electrical and Computer Engineering, National Technical University of Athens, Greece, dkoutsou@biomed.ntua.gr

[^1]:    ${ }^{1}$ The first column presents the numbers of corrected normal (uncorrected normal) cases that were recognized by the classifier and the second column presents the corrected normal (uncorrected normal) cases that were not recognized by the classifier.
    ${ }^{2}$ The third column presents the numbers of corrected abnormal (uncorrected abnormal) cases that were recognized by the classifier and the fourth column presents the corrected abnormal (uncorrected abnormal) cases that were not recognized by the classifier.

