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ABSTRACT

We propose a dynamically reconfigurable DCT architecture
system that can be used to optimize performance objectives
while meeting real-time constraints on power, image qual-
ity, and bitrate. The proposed system can be dynamically re-
configured between 4 different modes: (i) minimum power
mode, (ii) minimum bitrate mode, (iii) maximum image qual-
ity mode, and (iv) typical mode.

The proposed system relies on the use of efficient DCT
implementations that are parameterized by the word-lengthof
the DCT transform coefficients and the use of different quan-
tization quality factors. Optimal DCT architectures and qual-
ity factors are pre-computed on a training dataset. The pro-
posed system is validated on the LIVE database using leave-
one-out. From the results, it is clear that real-time constraints
can be successfully met for the majority of the test images
while optimizing for the 4 modes of operation.

Index Terms— DCT, finite word length, quantization,
Dynamic Partial Reconfiguration.

1. INTRODUCTION

Modern mobile devices require image processing solutions
that can scale with available power. Wireless networks im-
pose specific constraints on available bandwidth, while users
are interested in the quality of the transmitted images. Taken
together, we thus have opposing constraints on power, bitrate,
and image quality. The design of image compression hard-
ware usually attempts to provide a static hardware solution
that can balance these constraints. Unfortunately, the con-
straints can change in real-time. For example, there is a need
for a low-power solution when the battery level of a mobile
device is significantly depleted. Network requirements can
vary based on location. Furthermore, requirements on image
quality can vary based on the changing interests of the user.
We propose the development of a dynamically reconfigurable
framework that allows the hardware to adapt to these require-
ments.

For addressing some of these issues, we focus on the
development of a dynamically-reconfigurable system for the
DCT. Thus, our proposed system will be compatible with
image and video compression standards that rely on the DCT.
In fact, we will demonstrate our system as a part of baseline
JPEG. In terms of practical usage, we introduce new DCT
hardware configurations that reflect realistic scenarios for
image compression. These scenarios include: (i) minimum
power mode, (ii) minimum bitrate mode, (iii) max image
quality mode, and (iv) typical mode. All modes are subject to
constraints based on the maximum available power, minimum
acceptable image quality, and maximum bitrate. We refer to
the methods section for details.

The proposed system can dynamically reconfigurable the
hardware from one of these modes to another. Furthermore,
by changing the constraints, it is clear that we can generate
different hardware solutions.

The use of dynamic partial reconfiguration with 2D DCT
architectures has also been considered in [4, 5]. In [5], theau-
thors use dynamic partial reconfiguration to modify the DCT
architectures based on an estimate of the number of DCT co-
efficients that will be zero. In [2], the authors considered the
effect of varying the number of bits used for representing the
data path. Compared to prior work in this area, this paper in-
troduces a new, multi-objective optimization framework for
evaluating DCT architectures in terms of image quality, dy-
namic power, and bitrate, and training and validation of the
method using the LIVE Image Quality database [3].

The rest of the papers is organized as follows. The
methodology is given in section 2. Implementation results
are given in 3. Concluding remarks are given in section 4.

2. METHODOLOGY

A block diagram of the proposed system is shown in Fig 2.
Real-time constraints and selected mode of operation are in-
put to the dynamic reconfiguration (DR) controller. The pre-
computed Pareto-optimal DCT architectures and correspond-
ing Quality factor are selected by the DR controller. The
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Fig. 1. Dynamically reconfigurable DCT architecture tested
with baseline JPEG.

FPGA hardware is dynamically reconfigured to implement
the optimal DCT architecture while the quality factor is used
for controlling the level of quantization.

We perform dynamic reconfiguration using the internal
configuration access port (ICAP) provided by Xilinx. We re-
fer to our related work in [6] for a high-speed dynamic partial
reconfiguration controller that can also be used in this appli-
cation.

To introduce the different modes, we first provide the nec-
essary definitions. First, let the objective functions be defined
as follows: (i)DP is the dynamic power that is affected by
dynamic reconfiguration, (ii)SSIM is used to measure im-
age quality [7], (iii)BPS is the number of bits per pixel. For
each word-length value we have a different DCT architecture
as given byA(WL). The objective functions are functions
of the word-length (WL) and the quality factor (QF ). For
example, we have thatBPS(A(WL), QF ) and similarly for
DP andSSIM. To have a more compact notation, we will not
list the arguments of the objective functions. Furthermore,
letPmax, Bmax, Qmin denote bounds on objective functions.
Based on this compact notation we define the four modes us-
ing:
1. Minimum power mode (mode=0):

min
WL,QF

DP subj. to:(SSIM ≥ Qmin)& (BPS ≤ Bmax).

(1)
2. Minimum bitrate mode (mode=1):

min
WL,QF

BPS subj. to(SSIM ≥ Qmin)& (DP ≤ Pmax).

(2)
3. Maximum image quality mode(mode=2):

max
WL,QF

SSIM subj. to(BPS ≤ Bmax)&(DP ≤ Pmax).

(3)
4. Typical mode(mode=3):

max
WL,QF

α · SSIM− β · BPS− γ ·DP (4)

subj. to(BPS ≤ Bmax)& (SSIM ≥ Qmin)& (DP ≤ Pmax).

For implementing thetypical mode, we need to provide
appropriate weighting factorsα, β, γ. Note that the objec-
tive functions in (4) may not share the same range of val-
ues. Here, each one of the objectives needs to be scaled ac-
cording to its estimated variation over the training set. This
is done without making any assumptions on the distributions
using the statisticalrangeparameter of each objective func-
tion. Here, we use the standard estimate for the range using
range(Z) = 75thpercentile(Z)− 25thpercentile(Z), where
Z is either theSSIM, theBPS, or DP. We then set the cor-
responding weighting factor to be1/range(Z). Thus, for ex-
ample,α = 1/range(SSIM).

To perform the optimization, we need estimates of the ob-
jective functions. For each configuration pair, we obtain es-
timates of the objective functions by using the median values
over the training set. We test the performance of the proposed
approach using leave-one-out on the LIVE database.

In order to satisfy the constraints for a variety of test im-
ages, we perform the optimization over the training set us-
ing tighter bounds. This approach ensures that the constraints
will be satisfied by the majority of the images. Here, we use
0.9 ·Bmax for the bitrate bound and1.1 ·Qmin for the mini-
mum image quality bound, whereBmax andQmin denote the
target bounds to be met by the test images.

Our DCT implementation is based on Chen’s algorithm
[1]. To explain the algorithm implementation, letCi = 0.5 ∗
cos(iπ/16), and defineb = C1, c = C2,d = C3,a = C4,e =
C5,f = C6, and g = C7. Now, if we letX(0− 7) denote an
input column, the column DCT transform is given by:
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It takes4 cycles to compute 1D column DCT and save it
in transposed memory. Similarly, it takes4 cycles for the 1D
row DCTs that follow. It takes at total of22 cycles to com-
pute the first8×8 DCT. When the pipeline is filled, it takes16
cycles for each subsequent8 × 8 2D DCT. We generate dif-
ferent DCT architectures by varying the word-length (WL)
of ±a,±b,±c,±d,±e,±f,±g using two’s complement rep-
resentations. Based on the range of values of the DCT coeffi-
cients, we useWL = 3, 4, . . . , 9. Here, we have 8-bit input
images. The outputs of the column-DCTs are truncated to11
bits, while the final results are truncated to14 bits.

3. RESULTS

We present results for the DCT architectures in Table 1.
From the Table, it is clear that all architectures can be
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(a) Min power mode: QF=75, WL=4
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(b) Min bitrate mode: QF=20, WL=7
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(c) Max qual. mode: QF=80, WL=6
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Fig. 2. Multi-objective Optimization spaces and reconstructionresults for different modes. Here, we are using theẄoman
hat” image as the test image. The rest28 LIVE database reference images are used as training data set. The multi-objective
optimization plots for the different modes are shown in (a)-(d). The resulting test images are shown in (e)-(h). The optimal
mode results were: (1) Minimum dynamic power mode:DP = 88.5 mW,BPS = 0.80, SSIM = 0.872, (2) Minimum bitrate
mode:BPS = 0.22, SSIM = 0.767, DP = 156.3mW, (3) Maximum image quality mode:SSIM = 0.916, BPS = 0.88,
DP = 138.6mW, (4) Typical mode:DP = 109.2mW,BPS = 0.88, SSIM = 0.907.

operated at 200 MHz. Furthermore, we have a dynamic
power that varies from85 to 203mW. As mentioned earlier,
we use the Xilinx ICAP controller to implement the DCT
architecture bitstreams using dynamic partial reconfigura-
tion. The partial reconfiguration area was defined to occupy
SLICE X54Y90:SLICEX95Y148. Each patial reconfigura-
tion bitstream required689kbits. At an ideal reconfiguration
speed of400MB/s, the reconfiguration overhead is approxi-
mately1.7ms.

For generating optimal solutions for different modes, we
consider the performance achieved by the7 DCT architec-
turesA(WL = 3, . . . , 9) and for20 possibilities of the Qual-
ity FactorQF = 5, 10, . . . , 100. For each configuration, we
estimate the bitrate, SSIM, and dynamic power by taking the
median value over the training set. An example is shown in

Fig. 2. In this example, we implement the four modes of (1)-
(4) using the bitrate constraint ofBmax = 1.5 bits per sample,
an SSIM image quality level ofQmin = 0.7, and a maxi-
mum dynamic power constraint ofPmax = 180mW . Note
that after the optimization, a single DCT architecture is se-
lected. As expected, we have that the minimum power modes
requires the minimum amount of power, while the maximum
image quality mode provides a solution with the highest pos-
sible quality, and the minimum bitrate requires the minimum
number of bits per sample. The typical mode provides a rel-
atively high image quality result at a reasonable bitrate and
dynamic power.

For the same constraints as for Fig. 2, we present results
over the entire LIVE image database in Fig. 3. Here, we
estimate the optimal DCT architecture and Quality Factors



Table 1. DCT architecture results on XC5VLX110T (Virtex-
5) device. The device has17, 280 slices.

WL Slices Dyn. power Frequency
(mW) (MHz)

3 807 85.2 274.88
4 894 88.48 272.93
5 1082 109.16 206.74
6 1212 138.64 203.09
7 1332 156.28 202.47
8 1532 194.97 201.13
9 1657 203.19 200.08

for each mode and then apply them to the test images using
leave-one-out. Over the entire LIVE database, we have the
following constraint satisfaction results:22/29 ≈ 75.9% for
the minimum power mode,28/29 ≈ 96.6% for the minimum
bitrate mode, and21/29 ≈ 72.41% for the maximum im-
age quality and typical modes. The optimal parameters are
also shown in Fig. 3. Note that we have high quality fac-
tors (low quantization) for all modes except for the minimum
bitrate mode. It is also interesting to note that the optimal
DCT architectures are given asWL = 4 for the minimum
power mode,WL = 5, 6 for minimum bitrate,WL = 6 for
maximum image quality, andWL = 5 for the typical mode.
Thus, we have the maximum word-length for maximum im-
age quality and the minimum word-length for the minimum
power mode.

4. CONCLUSION

In this paper, we presented a dynamically reconfigurable DCT
architecture system that can be used to optimize performance
objectives subject to real-time constraints on power, image
quality, and bitrate. The proposed system is validated on the
LIVE image database for maximum image quality, minimum
power, minimum bitrate, and typical modes.
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Fig. 3. Dynamically reconfigurable DCT architecture results
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